Laboratory results are often consulted in the course of clinical decision making. An error in the laboratory total testing process can have an amplified effect on downstream clinical decisions and outcomes (1). Consequently, recognizing and monitoring errors that may affect the total testing process to ensure quality and minimize patient harm has become a key focus in modern clinical laboratory operations. Laboratory medicine is one of the earliest adopters among all clinical disciplines of quality concepts from the other industries. As early as the 1950s and 1960s, the statistical concepts related to detecting a deviation in analytical performance have been widely explored and implemented in routine clinical laboratory testing (2,3).

Early on, the focus was on the development of internal quality control concepts that are run alongside patient samples. Two key concepts emerged from this phase that have become the cornerstone of current laboratory quality control practice.

Shewhart control chart (also known as process-behavior chart) was originally described by Walter A. Shewhart, who worked at the Bell Labs, as a means of reducing variation in the manufacturing process (2). Levey and Jennings repurposed the chart as a means of visualizing and monitoring laboratory quality control results (2). This control chart subsequently became more widely known as the Levey-Jennings control chart among laboratory
practitioners. Similarly, the Western Electric rules were first described by the Western Electric Company for engineers as decision rules in statistical process control for interpreting out-of-control conditions in a consistent manner. They were adopted by clinical laboratories, and are now more commonly known as the ‘Westgard’ rules (3).

Beyond the traditional internal quality control concepts, there are renewed interests in the use of patient-based real-time quality control techniques to monitor laboratory performance recently and it is an area of great activity (4,5).

Initially, the capability of a statistical technique in detecting error is often measured in terms of statistical power or the probability of error detection. The false-positive rate was the main consideration as the limitation of a technique (3). Under these considerations, a statistical method is preferred when the probability of detecting an error is high (i.e., the internal quality control has a high probability of flagging when an error is present) and the false-positive rate is low (i.e., there are few false internal quality control rejection). However, these matrices often do not provide a direct indication of potential patient harm. For example, an internal quality control set-up might have high probability of detection (e.g., by setting a narrow control limit) but is performed infrequently. An error may still be missed under this scenario simply because there was no quality control testing performed after an error has occurred. The undetected error may lead to reporting of erroneous results. Consequently, more nuanced consideration has been developed to relate the statistical performance to clinical risks, such as the number of patients affected before error detection and the probability of patient harm (6).

Beyond the statistical techniques that are used to detect a deviation in analytical performance, the concepts for classifying errors have also received much attention. The International Federation for Clinical Chemistry and Laboratory Medicine has developed a set of quality indicators that included clinically important errors in the pre-analytical, analytical, and post-analytical phases of the total testing process (7). Clinical laboratories are encouraged to adopt them to monitor their total testing process and benchmark themselves among their peers (8). At the same time, empirical evaluation before the deployment of a laboratory method, laboratory proficiency testing, and accreditation and regulatory framework was developed to safeguard minimum standards in laboratory practice.

The brief history of the quality journey of laboratory medicine above has shown how far the discipline has come in terms of adopting a culture that is quality and safety conscious. However, a closer examination reveals a heavy emphasis on error detection and less on error analysis and prevention. In other words, laboratory medicine has become competent at recognizing the symptoms of error but may not go far enough to determine the root cause of the error. For example, the laboratory may detect a large 1:3S internal quality control failure. After a sequence of troubleshooting steps, which may involve checking for pre- or post-post-analytical human error, testing of fresh quality control material, recalibration, and testing on an alternate instrument, the laboratory may be limited by any additional steps it can undertake to determine the root cause (9). This approach is in part due to the lack of access to raw instrument data, and the knowledge and expertise to understand them. It has become increasingly the norm where the laboratory surrenders the analytical expertise to the assay and instrument manufacturers in exchange for convenience. Yet, the instrument complexity of laboratory testing continues to increase over time.

The relatively low transfer of technical expertise to the end laboratory users performing the tests is not commensurate with the high clinical risk of the tasks performed. Indeed, it is not uncommon today for ‘key operator’ training to be completed within a same day for an analyser, and within a week for more complex automation systems. The role of the laboratory user has been relegated to one that notes the alarm and informs the manufacturer’s technical support to determine a potential root cause and solution. Often, the laboratory has limited technical recourse of what they can do when they do not agree with the assessment of the manufacturer. The asymmetry in technical expertise and data access also stifle intelligent conversation with the manufacturer that is needed for troubleshooting.

To further elevate the reliability of the laboratory testing process, the current quality practice in laboratory medicine needs to evolve. Root cause analysis should be performed to identify the cause of an instrument failure, rather than simply dealing with the symptoms repeatedly. Detecting and comparing the symptoms of underlying instrument error, such as increased imprecision or systematic bias, are not as helpful as knowledge about the root cause of the error, e.g., pipette valve leakage.

The manufacturing industry has long adopted failure mode and effects analysis (FMEA) as a way to improve quality and reduce defects (10). Briefly, FMEA originates as
an engineering technique in the aerospace and automobile industry to define, identify and eliminate known and potential problems or errors from a system, design, process and/or service before they reach the customer. In general, FMEA consists of three steps: (I) identify potential failures, including their cause and effect; (II) evaluate and prioritize the failure modes; and, (III) propose actions to eliminate or reduce the chance of failure. The failure mode identification is typically performed by a team of personnel with a variety of relevant expertise based on knowledge of the process and data collected. The possible causes of a specific problem can be sorted, identified, and visualized with a cause-and-effect diagram (also known as Ishikawa or “fishbone” diagram).

Subsequently, the three aspects for each failure mode are rated on a scale of 1 to 10: (I) severity: the consequences if this failure happens, with 10 being most severe; (II) occurrence: the probability of this failure occurring, with 10 being very likely to happen; (III) detection: the probability of the failure being detected before the impact of the effect is realized, with 10 being most unlikely to be detected by existing design. The product of the rating for these three aspects is called the risk priority number (RPN, see Figure 1). Action plans targeted at failure modes with high RPN can be proposed and implemented to eliminate or reduce these failures. This allows a focused and conscious effort to improve system reliability continuously. FMEA have been practiced with success by some fertility laboratories as they carry very high clinical risks (11,12). An example of the application FMEA on the analytical phase of point-of-care glucometers using data from a proficiency testing program (13) is shown in Table 1. Although it has been previously advocated for in laboratory medicine (14), its uptake remains limited and focused on the extra-analytical phases (15-17).

Furthermore, documenting the type and impact of different technical faults and comparing them among peer laboratories and manufacturers will facilitate the identification of problems that may be present across geographical regions, facilitate the troubleshooting process. It will help pinpoint weak links in the total testing process that can be improved. Importantly, not all technical faults manifest as poor precision or bias profile in proficiency testing schemes owing to potential matrix effects. Certainly, it is not uncommon for the root cause of unreliable laboratory processes to remain undiscovered for prolonged periods, exposing patients to clinical harm, as shown in the case of the prostate specific antigen and insulin-like growth factor 1 assays (1,18). As such, a comparison of technical faults will allow the laboratory users to have an additional dimension of reliability to make more informed decisions over the choice of the analytical system. Ultimately, it is hoped that such measurement and comparison of technical

<table>
<thead>
<tr>
<th>Probability rating (P)</th>
<th>Meaning</th>
<th>Probability rating (S)</th>
<th>Meaning</th>
<th>Detection rating (D)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Probability of occurrences cannot be distinguished from zero</td>
<td>1</td>
<td>No danger</td>
<td>1</td>
<td>Fault is certain to be caught by detection system/operator</td>
</tr>
<tr>
<td>2-3</td>
<td>Not likely to occur, but possible</td>
<td>2</td>
<td>Very minor</td>
<td>2</td>
<td>Fault is almost certain to be caught by detection system/operator</td>
</tr>
<tr>
<td>4-6</td>
<td>Likely to occur some time in life cycle of system</td>
<td>3</td>
<td>Minor</td>
<td>3</td>
<td>High probability that fault is caught by detection system/operator</td>
</tr>
<tr>
<td>7-8</td>
<td>Likely to occur several times in life cycle of system</td>
<td>4-6</td>
<td>Moderate</td>
<td>4-6</td>
<td>Moderate probability that fault is caught by detection system/operator</td>
</tr>
<tr>
<td>9-10</td>
<td>Likely to occur repeatedly during life cycle of system</td>
<td>7-8</td>
<td>High</td>
<td>7-8</td>
<td>Low probability that fault is caught by detection system/operator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9-10</td>
<td>Very High</td>
<td>9-10</td>
<td>Fault is passed undetected</td>
</tr>
</tbody>
</table>

NOTE:
- Risk Priority Number (RPN)= P×S×D
- The definition of the numerical ratings can be adjusted based on the specific clinical application.
- Whenever possible, the assignment of these ratings should be supported by objective evidence or data, instead of subjective assessment.
- The severity rating should be assigned according to the likely clinical harm to the patients for the risk under consideration. The opinion of clinical end-users can offer important perspective of the impact of the risk in the real-world clinical context.

Figure 1 Assessments performed in failure mode and effects analysis to derive the risk priority number (RPN).
Table 1: An example of failure mode and effects analysis (FMEA) for point-of-care glucometer using data from an external quality assurance program (13). For the potential cause of instrument failure, it was indicated as ‘unknown’ due to lack of access to data component and technical knowledge of the instrument. A separate analysis for “components of the instrument”, followed by details on how each component would fail, probability of failure, severity of the failure, and probability of detection by user or sensor would provide better FMEA that better informs the laboratory user.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Function</th>
<th>Potential failure mode</th>
<th>Potential cause</th>
<th>Failure effect</th>
<th>Existing controls, counter measures, detection methods</th>
<th>Probability</th>
<th>Severity</th>
<th>Detection</th>
<th>Risk priority number (RPN)</th>
<th>Recommended action, person responsibility, target date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucometer</td>
<td>Measure glucose concentration of blood sample</td>
<td>Results reported for the wrong patient</td>
<td>Patient mix-up by operator</td>
<td>Results reported do not correspond to the actual glucose concentration of the patient</td>
<td>Use barcode scanner for patient identification</td>
<td>5</td>
<td>8</td>
<td>3</td>
<td>120</td>
<td>E.g., retraining of staff, change out of poor barcode printing equipment, check data transmission, implement electronic data transmission</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Instrument failure</td>
<td>Unknown</td>
<td>Results produced are inaccurate. Delay in test results.</td>
<td>QC must be performed daily prior to use Device is locked if QC run fails</td>
<td>2</td>
<td>8</td>
<td>4</td>
<td>64</td>
<td>E.g., Send faulty instrument for servicing with vendor</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>QC is not performed properly prior to measurement</td>
<td>Unnecessary (resource intensive) investigation of QC failure, unnecessary delay in patient testing</td>
<td>Device is locked if QC run fails</td>
<td>7</td>
<td>2</td>
<td>5</td>
<td>70</td>
<td>E.g., Retraining of staff, check QC inventory management</td>
</tr>
</tbody>
</table>
faults will compel the in vitro diagnostic companies to adopt the principles of quality by design, which aims to minimize factors that may contribute to poor reliability of the overall system. The recent Boeing 737 Max tragedies hold important lessons for laboratory medicine. Post-crisis analysis has identified the lack of appropriate pilot training, poor communication between pilot/trainer/designer/engineer, insufficient product testing prior to commercialization, and deregulation and reduced oversight as potential contributing factors (19,20). Notably, FMEA was not conducted on the Maneuvering Characteristic Augmentation System despite preceding errors, which is one of the major causes for the crash (21). It is incumbent upon laboratory medicine to uphold its standard and avoid the missteps that have resulted in national tragedies. This lesson shouldn’t be lost on laboratory staff as the commonest reported cause of failure in American laboratory accreditation visits was competence of staff (22). Also, the introduction of new equipment into laboratories has been identified as a cause of improved performance in external quality assurance. This improvement was attributed to more consistent training of staff by professional trainers rather than a new platform (23).

Conclusions

Looking forward, laboratory medicine should demand greater access to the instrument data and more detailed guided troubleshooting steps to resolve technical faults. Correlation analysis between instrument data with observed errors in measurement can enable laboratories to identify the root cause for errors and potentially develop a predictive maintenance program for the equipment. External quality assurance schemes may also need to be redesigned to include objective documentation of technical faults. Such error data may come directly from the instruments or a summary of the service report. The purpose of such documentation is to allow industry benchmarking and improvement.
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